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I
nformation has become a key currency and 
driving force in modern society. Keeping 
our leaders apprised of the most current 

information enables them to make the decisions 
essential to keep our country safe. The National 
Security Agency’s reputation as the “nation’s 
guardian” relies heavily on the �ow of information, 
all of which is handled by an awe-inspiring array 
of computers and networks. Some of the problems 
encountered by NSA require a special breed of 
machines known as high-performance computers or 
supercomputers. Employing these powerful machines 
comes with a considerable price tag to the US government. 
When acquiring supercomputers, decision makers need to 
have a degree of con�dence that a new computer will be 
suitable, even in cases when the machine does not yet exist. 
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What is a 

supercomputer?

Although supercomputers 
are unique, custom-built 
machines, they fundamen-
tally share the design of 
the computers you use at 
home—a processor (i.e., 
a central processing unit 
or CPU), small and fast 
memory (i.e., random-
access memory or RAM), 
storage (i.e., hard disk 
drive/CD/DVD), and a 
network to communicate 
with other computers. A 
typical high-performance 
computing (HPC) system 
could be considered a per-
sonal computer on a much 
grander scale, with tens 
of thousands of proces-
sors, terabytes (i.e., trillions of bytes) of memory, and 
petabytes (i.e., quadrillions of bytes) of storage (see 
�gure 1). High-performance computers can readily �ll 
a large room, if not a whole building, have customized 
cooling infrastructure, use enough electricity to power 
a small town, and take an act of Congress to purchase. 
Such an investment is not made without a great deal of 
study and thought.

Simulating a supercomputer 

Although HPC technology is not unique to NSA, the 
specialized problems faced by the Agency can neces-
sitate unique customizations. Because NSA’s applica-
tions and so�ware are o�en classi�ed, they cannot be 
shared with the architects and engineers developing 
supercomputers. At the same time, an investment of 
this magnitude requires con�dence that a proposed 
system will o�er the performance sought. 

Currently, benchmarks, simpli�ed unclassi�ed 
so�ware that exercises important attributes of a com-
puter system, are developed and used to evaluate the 
performance of potential computing system hardware. 
However, these benchmarks may not paint the com-
plete picture. To better understand this problem, there 

is substantial value to the construction of a model. 
Architects, engineers, and scientists have a long his-
tory of building models to study complex objects, such 
as buildings, bridges, and aircra�s. 

A new team—the Modeling, Simulation, and Emu-
lation (MSE) team—within the Laboratory of Physi-
cal Science’s Advanced Computing Systems Research 
Program [1] has been assembled to address this gap 
between classi�ed so�ware, which cannot be distrib-
uted to vendors, and the vendors’ hardware systems, 
which have not been purchased by NSA. As an addi-
tional twist, the proposed hardware may be built from 
prototype components such as the hybrid memory 
cube (HMC; see �gure 2), a three dimensional stacked 
memory device designed by a consortium of industry 
leaders and researchers [2]. �e core objectives of the 
MSE team include exploration of system architectures, 
analysis of emerging technologies, and analysis of 
optimization techniques.

Owners of HPC systems desire a computer that is 
in�nitely fast, has in�nite memory, takes up no space, 
and requires no energy. None of these attributes are 
truly realizable, and when considering a practical HPC 
system, trade-o�s must be considered. When analyz-
ing a prospective HPC system, four primary metrics 
are customarily considered: �nancial cost, system 
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FIGURE 1. A high-performance computer is like a personal computer on a much grander scale—
it has tens of thousands of processors, terabytes of memory, and petabytes of storage.
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resilience, time-to-solution, and energy e�ciency. 
�ese metrics are interdependent. For example, in-
creasing the speed of an HPC system will increase the 
amount of power it consumes and ultimately increase 
the cost necessary to operate it. In order to measure 
these metrics, one could build the system and test it. 
However, this would be extremely expensive and dif-
�cult to optimize. A model simulating the computer 
can be developed in far less time, and design param-
eters can be adjusted in so�ware to achieve the desired 
balance of power, performance, reliability, and cost.

Any simulation or model of a computer should ad-
dress the metrics listed above. If any are not addressed, 
then the model could yield incomplete results because 
optimizing for fewer than all relevant variables poten-
tially leads to non-global extrema. Many scalar bench-
marks, for example the TOP500 and the Graph500, 
focus exclusively on one characteristic, like time-to-
solution, to the neglect of the other parameters of 
interest. �e MSE team is collaborating to evangelize 
a more balanced approach to multiple facets of HPC 
system characterization, assuring an optimal solution 
to the Agency’s needs. 

�e use of benchmarking so�ware allows for a 
more comprehensive evaluation of a proposed com-
puter architecture’s performance. �is enables HPC 
system architects to better target their designs to serve 
NSA’s needs. Simply stated, NSA has to work within 
budgetary and power (i.e., electricity) constraints, 
and it is vital to maximize the return on investment of 
money and time.

While this description is somewhat generic to all 
HPC system purchasers, NSA is willing to build spe-
cial purpose hardware devices and to employ specially 
developed programming languages if a cost-bene�t 
analysis demonstrates noteworthy bene�ts. Unlike 
developers in the scienti�c community whose exper-
tise usually does not span science, computer program-
ming, and computer architecture, developers at NSA 
access and understand the full so�ware and hardware 
stack—algorithm, source code, processors, memory, 
network topology, and system architecture. Compute 
e�ciency is o�en lost in the process of separating 
these abstraction layers; as a result, NSA makes an ef-
fort to comprehend the full solution. 

�is approach to mission work is re�ected in the 
work of the MSE team. A simulation or model should 

take a holistic approach, targeting the network, CPU, 
memory hierarchy, and accelerators (e.g., a graphics 
processing unit or �eld-programmable gate array). 
Multiple levels of detail for a simulation are required 
to accomplish this. A simulation may be compute-
cycle or functionally accurate; it may range from an 
abstract model to a hardware simulation including 
device physics.

Simulation technology

To accomplish the objective of enabling HPC system 
simulation within NSA, the MSE group carried out a 
survey of existing simulators from academia, industry, 
and national labs. Although many simulators exist for 
HPC systems, few attempt to model a complete archi-
tecture. �ere have been previous e�orts like Univer-
sity of California, Los Angeles’s POEMS and Hewlett 
Packard’s COTSon, but these projects are no longer 
actively supported. Two simulation frameworks, the 
Structural Simulation Toolkit (SST; see �gure 3) [3] 
from Sandia National Laboratories and Manifold from 
Georgia Institute of Technology represent today’s 
most promising candidates. Additionally, NSA re-
searchers have been cra�ing simulation tools which 
are also being considered for application in the HPC 

problem space. 

FIGURE 2. NSA collaborated with the University of Maryland 
and Micron to develop a simulation tool for Micron's Hybrid 
Memory Cube that is helping to advance supercomputing 
applications. Micron now is sampling the three-dimensional 
package that combines logic and memory functions onto a 
single chip.
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Both SST and Manifold use component simula-
tors to construct a larger-scale system. For example, 
SST can use the gem5 [4] CPU simulator along with 
the University of Maryland’s DRAMSim2 to capture 
performance characterization of processor to memory 
latency and bandwidth. Since simulating a full-scale 
HPC system would require an even larger supercom-
puter to run in a reasonable time, SST breaks the 
simulation into two components: SST/micro, a node-
level simulation (e.g., CPU, memory), and SST/macro, 
which handles network communication between 
nodes. With the emerging HMC memory technol-
ogy, the MSE team is making plans to employ the SST 
family of tools to extensively model an HPC system 
and gain perspective on its potential capabilities. �is 
will place NSA’s HPC programs on the leading edge 
in understanding the application potential for this 
new technology. 

At this time, SST/micro is capable of simulating 
the execution of programs in a single processor core 
and of monitoring the application’s use of the simu-
lated CPU and memory. By 2014, the development 
team at Sandia plans on parallelizing the simulation, 
enabling multiple processor cores to be simultaneously 
simulated. �is would allow parallel applications (i.e., 
so�ware designed to simultaneously run on multiple 
processor cores) to be run in a realistic compute node 
con�guration (i.e., multiple cores concurrently ac-
cessing the same memory hierarchy) while potentially 
reducing the time needed to complete a simulation. 

SST/macro, combined with NSA’s benchmarking 
so�ware, has already been used to demonstrate how 
di�erent network topologies, used to connect an HPC 
system’s processing cores, can a�ect the time-to-solu-
tion metric. SST/macro allowed researchers to specify 
data-routing algorithms used in the network con�gu-
ration and to study how a modi�ed network topology 
serves to optimize the performance of a system. �e 
clear bene�t of this research is in the ability to enable 
application and network codesign to create an optimal 
and cost-e�ective architecture. 

�e SST and its counterpart, Manifold, are being 
actively developed and are useful for research, but they 
are not yet ready for use as decision-making tools by 
NSA. �e MSE team is actively collaborating with San-
dia and the Georgia Institute of Technology, providing 
feedback, guidance, and assistance to the simulation 
framework developers. Multiple other national labs, 
academic researchers, and vendors are also partici-
pating in the e�ort driven by the MSE team. Other 
potential applications for simulation techniques could 
be codesign of so�ware before the actual hardware is 
available, so�ware performance analysis/optimization, 
and debugging of so�ware.  
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FIGURE 3. Sandia National Laboratories’ Structural Simulation 
Toolkit is one of today’s most promising high-performance 
computing system simulators.
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